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Adversarial examples

[Goodfellow, et al 
2015]



Adversarial training (Goodfellow et al. [2015])

● Additional cost

● r is the perturbation on input x.
● Train classifier to be robust to the worst perturbation.
● Only one hyperparameter: ε 



Virtual adversarial training (Miyato et al. [2016])

● Additional cost:

● Actual label is not required. 
○ Virtual adversarial training can be applied to 

semi-supervised learning.
● Only one hyperparameter: ε. 



Virtual adversarial training on text

● There are abundant unlabeled examples in text 
domain.

● Training on text sometimes takes a very long time 
(e.g. recurrent models) 
○ Our method requires little tuning of 

hyperparameters.
● In our work, we applied virtual adversarial training 

to semi-supervised text classification. 
○ Achieved state of the art performance.



Apply adversarial training to text classification

● Text is a sequence of words (discrete input).
○ It is difficult to define adversarial examples on 

word sequences.
● We define perturbations on continuous word 

embeddings.



LSTM text classification model

● A sequence of T words as 
● Label as y 
● Embedding matrix 



Model with perturbation

・Normalized embeddings



Adversarial perturbation on embeddings

● Adversarial perturbation

● Adversarial loss ( regularization term )



Virtual adversarial perturbation on embeddings

● Virtual adversarial perturbation

● Virtual adversarial loss

N’ is the number of both labeled and unlabeled examples 



Summary of datasets

● Datasets
○ 4 semi-supervised datasets
○ 1 supervised dataset (DBpedia)



Training

● We first do pretraining following Dai and Le[2015]              
(recurrent language model).

● We optimized dropout rate on embeddings and norm 
constraint ε on adversarial and virtual adversarial 
training.



Learning curves on IMDB (on test sets)



Test performance on IMDB



Nearest neighbors to good and bad



Nearest neighbors to great



Test performance on other semi-supervised datasets
Elec:sentiment classification(2 classes)
RCV1:category classification(55 classes)



Test performance on other semi-supervised 
datasets

Rotten Tomatoes:sentiment classification(2 classes)

Why VAT is worse than the baseline?
● Virtual adversarial loss on unlabeled examples would overwhelm the supervised 

loss, and this would cause the “wrong labels” propagation.



Supervised learning task on DBpedia
Category classification ( 14 classes )



Conclusion

● Adversarial and virtual adversarial training are good 
regularizers for text classification tasks and achieved 
good performance.

● With tuning of the additional hyperparameter ε , we 
can improve over the baseline and achieve state of 
the art performance.


